Notes for Lecture 2
Scribe: Tingkai Jia

1 Some Examples of Matrix Functions

Here are three examples of gradient calculations of matrix functions:

Example 1. X € R™*", f(X) = HXH% = Z:nzl Z?:l x?j
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2 Logistic Regression

Consider the loss function of logistic regression:

x € R™, f(x) =In (Z exp(al x + b1)> .
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Let h(y) = Y iv, exp(y;) and g(y) = log(h(y)). Then we have f(x) =
g(Ax +b), where A = [a,...,a,]" and b= [by,...,b,]". By the chain rule,
we can obtain:
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where z; = exp(a; x + b;).

3 A Property of Convex Sets

Property 1. If S and T are convex sets, then S+ T ={s+tls€ S, t € T.}

P’f’OOf. Let s1,s2 € S and ti1,to € T, we have 9514’(170)52 S S,9t1+(170)t2 S
T and s1+t1 € S+7T,s0+t2 € S+ T. Consider 0(s; +t1) + (1 —0)(s2+t2) =
0s1 + (1 —6)sg + 0t + (1 — 0)ty € S+ T. Since we have shown that for any
x1,X2 €S+ T and A € [0,1], Ax1 + (1 — A)x2 € S+ T, it follows that S+ T is
convex. ]

4 Strict Separation Theorem

Theorem 1. Suppose C and D are nonempty disjoint convex sets. If C is closed
and D is compact, there exists a # 0 and b s.t.

al’x < b forxeC,al’x>b forx eD.

Remark 1. In the theorem, we must restrict both sets C and D to be closed and
one of them to be bounded. Below are some relevant counterexamples:

e Both C and D are closed and unbounded:

C={(x,y)’y2i7x>0}7 D={(z,y) |y <0}.

e C is open and D is compact:

C={(z,y) |z (0,1)}, D=A{zy) [yell2}.



