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1 Some Examples of Matrix Functions

Here are three examples of gradient calculations of matrix functions:

Example 1. X ∈ Rm×n, f(X) = ∥X∥2F =
∑m

i=1

∑n
j=1 x

2
ij

∇f(X) =


∂f

∂x11
· · · ∂f

∂x1n

...
. . .

...
∂f

∂xm1
· · · ∂f

∂xmn

 =

 2x11 · · · 2x1n

...
. . .

...
2xm1 · · · 2xmn

 = 2X

Example 2. x ∈ Rn, f(x) = aTx

∇f(x) =


∂f
∂x1
∂f
∂x2

...
∂f
∂xn

 =


a1
a2
...
an

 = a

Example 3. X ∈ Rm×n,A ∈ Rm×n, f(X) = tr(ATX)

f(X) = tr


a11 · · · a1m

...
. . .

...
am1 · · · amm


x11 · · · x1n

...
. . .

...
xm1 · · · xmn


 =

n∑
i=1

m∑
j=1

aij · xij

∇f(X) =


∂f

∂x11
· · · ∂f

∂x1n
∂f

∂x21
· · · ∂f

∂x2n

...
. . .

...
∂f

∂xm1
· · · ∂f

∂xmn

 =


a11 · · · a1n
a21 · · · a2n
...

. . .
...

am1 · · · amn

 = A

2 Logistic Regression

Consider the loss function of logistic regression:

x ∈ Rm, f(x) = ln

(
n∑

i=1

exp(aTi x+ bi)

)
.



Let h(y) =
∑m

i=1 exp(yi) and g(y) = log(h(y)). Then we have f(x) =
g(Ax+ b), where A = [a1, . . . ,am]⊤ and b = [b1, . . . , bm]⊤. By the chain rule,
we can obtain:

g(y) = g′(h(y))∇h(y) =
1∑m

i=1 exp(yi)


exp(y1)
exp(y2)

...
exp(ym)



∇f(x) = AT∇g(Ax+b) = AT 1∑n
i=1 exp(a

T
i x+ bi)


exp(aT1 x+ b1)
exp(aT2 x+ b2)

...
exp(aTmx+ bn)

 =
1

1⊤z
A⊤z

where zi = exp(a⊤i x+ bi).

3 A Property of Convex Sets

Property 1. If S and T are convex sets, then S + T = {s+ t|s ∈ S, t ∈ T .}

Proof. Let s1, s2 ∈ S and t1, t2 ∈ T , we have θs1+(1−θ)s2 ∈ S, θt1+(1−θ)t2 ∈
T and s1+ t1 ∈ S +T , s2+ t2 ∈ S +T . Consider θ(s1+ t1)+ (1− θ)(s2+ t2) =
θs1 + (1 − θ)s2 + θt1 + (1 − θ)t2 ∈ S + T . Since we have shown that for any
x1,x2 ∈ S + T and λ ∈ [0, 1], λx1 + (1− λ)x2 ∈ S + T , it follows that S + T is
convex.

4 Strict Separation Theorem

Theorem 1. Suppose C and D are nonempty disjoint convex sets. If C is closed
and D is compact, there exists a ̸= 0 and b s.t.

aTx < b for x ∈ C,aTx > b for x ∈ D.

Remark 1. In the theorem, we must restrict both sets C and D to be closed and
one of them to be bounded. Below are some relevant counterexamples:

• Both C and D are closed and unbounded:

C =

{
(x, y)

∣∣∣∣ y ≥ 1

x
, x > 0

}
, D = {(x, y) | y ≤ 0} .

• C is open and D is compact:

C = {(x, y) | x ∈ (0, 1)} , D = {x, y) | y ∈ [1, 2]} .

2


