Homework 8

Deadline: December 11th

Problem 1. Let F(x) = 1 3" | f;(x), where f;(x) is differentiable and L-smooth. Suppose

T n

j is uniformly sampled from {1,2,...,n}. Show that
E[|Vf;(x)lI5) < L*E[[lx — x*||3] + E[| V f;(x) — VF(x))|3]

where x* is a minimizer of F'(x).

Problem 2. In this problem, we study a stochastic gradient method with a projection step.
Let f : R? — R be differentiable and u-strongly convex, and let C be a closed, convex set.
Consider the projected stochastic gradient method

X¢41 = Pe(xe — mG(x¢)),

where G(x;) is an unbiased estimate of V f(x;). Assume that the randomness in G(x;) is
independent of all past randomness in the algorithm. Letting x* = arg mingec f(x), prove
that the iterates satisfy the bound

Elxe41 —x13] < (1 = 2m)El|xe — x7||3] + 77 B*
where B? = supy¢ E ||G(X)H§

Problem 3. Prove the conclusion on page 10 of the slides.



